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This post includes a few more preliminary musings regarding the use of value-added measures 
and student growth percentiles for teacher evaluation, specifically for making high-stakes 
decisions, and especially in those cases where new statutes and regulations mandate rigid 
use/heavy emphasis on these measures, as I discussed in the previous post. 

======== 

The recent release of New York City teacher value-added estimates to several media outlets 
stimulated much discussion about standard errors and statistical noise found in estimates of 
teacher effectiveness derived from the city’s value-added model.  But lost in that discussion was 
any emphasis on whether the predicted value-added measures were valid estimates of teacher 
effects to begin with.  That is, did they actually represent what they were intended to represent – 
the teacher’s influence on a true measure of student achievement, or learning growth while under 
that teacher’s tutelage.  As framed in teacher evaluation legislation, that measure is typically 
characterized as “student achievement growth,” and it is assumed that one can measure the 
influence of the teacher on “student achievement growth” in a particular content domain. 

A brief note on the semantics versus the statistics and measurement in evaluation and 
accountability is in order. 

At issue are policies involving teacher “evaluation” and more specifically evaluation of teacher 
effectiveness, where in cases of dismissal the evaluation objective is to identify particularly 
ineffective teachers. 

In order to “evaluate” (assess, appraise, estimate) a teacher’s effectiveness with respect to 
student growth, one must be able to “infer” (deduce, conjecture, surmise…) that the teacher 
affected or could have affected that student growth. That is, for example, given one year’s bad 
rating, the teacher had sufficient information to understand how to improve her rating in the 
following year. Further, one must choose measures that provide some basis for such inference. 



Inference and attribution (ascription, credit, designation) are not separable when evaluating 
teacher effectiveness. To make an inference about teacher effectiveness based on student 
achievement growth, one must attribute responsibility for that growth to the teacher. 

In some cases, proponents of student growth percentiles alter their wording [in a truly annoying 
& dreadfully superficial way] for general public appeal to argue that: 

1. SGPs are a measure of student achievement growth. 
2. Student achievement growth is a primary objective of schooling. 
3. Therefore, teachers and schools should obviously be held accountable for student achievement 

growth. 

Where accountable is a synonym for responsible, to the extent that SGPs were designed to 
separate the measurement of student growth from attribution of responsibility for it, then SGPs 
are also invalid on their face for holding teachers accountable.  For a teacher to be accountable 
for that growth it must be attributable to them and one must be using a method which permits 
such inference. 

Allow me to reiterate this quote from the authors of SGP: 

“The development of the Student Growth Percentile methodology was guided by Rubin et al’s 
(2004) admonition that VAM quantities are, at best, descriptive measures.” (Betebenner, 
Wenning & Briggs, 2011) 

I will save for another day a discussion of the nuanced differences between statistical causation 
and inference and causation and inference as might be evaluated more broadly in the context of 
litigation over determination of teacher effectiveness.  The big problem in the current context, as 
I have explained in my previous post, is created by legislative attempts to attach strict timelines, 
absolute weights and precise classifications to data that simply cannot be applied in this way. 

Major Validity Concerns 

We identify[at least ]  3 categories of significant compromises to inference and attribution and 
therefore accountability for student achievement growth: 

1. The value‐added estimate (or SGP) was influenced by something other than the teacher alone 
2. The value‐added (or SGP) estimate given one assessment of the teacher’s content domain 

produces a different rating than the value‐added estimate given a different assessment tool 
3. The value‐added estimate (or SGP) is compromised by missing data and/or student mobility, 

disrupting the link between teacher and students. [the actual data link required for attribution] 

The first major issue compromising attribution of responsibility for or inference regarding 
teacher effectiveness based on student growth is that some other factor or set of factors actually 
caused the student achievement growth or lack thereof. A particularly bothersome feature of 
many value-added models is that they rely on annual testing data. That is, student achievement 
growth is measured from April or May in one year to April or May in the next, where the school 
year runs from September to mid or late June.  As such, for example, the 4th grade teacher is 



assigned a rating based on children who attended her class from September to April (testing 
time), or about 7 months, where 2.5 months were spent doing any variety of other things, and 
another 2.5 months were spent with their prior grade teacher. Let alone the different access to 
resources each child has during their after school and weekend hours during the 7 months over 
which they have contact with their teacher of record. 

Students with different access to summer and out-of-school time resources may not be randomly 
assigned across teachers within a given school or across schools within a district. And students 
who had prior year teachers who may have checked out versus the teacher who delved into the 
subsequent year’s curriculum during the post-testing month of the prior year may also not be 
randomly distributed. All of these factors go unobserved and unmeasured in the calculation of a 
teacher’s effectiveness, potentially severely compromising the validity of a teacher’s 
effectiveness estimate.  Summer learning varies widely across students by economic 
backgrounds (Alexander, Entwisle & Olsen, 2001) Further, in the recent Gates MET Studies 
(2010), the authors found: “The norm sample results imply that students improve their reading 
comprehension scores just as much (or more) between April and October as between October 
and April in the following grade. Scores may be rising as kids mature and get more practice 
outside of school.” (p. ) 

Numerous authors have conducted analyses revealing the problems of omitted variables bias and 
the non-random sorting of students across classrooms (Rothstein, 2011, 2010, 2009, Briggs & 
Domingue, 2011, Ballou et al., 2012). In short, some value-added models are better than others, 
in that by including additional explanatory measures, the models seem to correct for at least 
some biases. Omitted variables bias is where any given teacher’s predicted value is influenced 
partly by factors other than the teacher herself. That is, the estimate is higher or lower than it 
should be, because some other factor has influenced the estimate. Unfortunately, one can never 
really know if there are still additional factors that might be used to correct for that bias. Many 
such factors are simply unobservable. Others may be measurable and observable but are simply 
unavailable, or poorly measured in the data. While there are some methods which can 
substantially reduce the influence of unobservables on teacher effect estimates, those methods 
can typically only be applied to a very small subset of teachers within very large data sets.[2] In 
a recent conference paper, Ballou and colleagues evaluated the role of omitted variables bias in 
value-added models and the potential effects on personnel decisions. They concluded: 

            “In this paper, we consider the impact of omitted variables on teachers’ value-added 
estimates, and whether commonly used single-equation or two-stage estimates are preferable 
when possibly important covariates are not available for inclusion in the value-added model. The 
findings indicate that these modeling choices can significantly influence outcomes for individual 
teachers, particularly those in the tails of the performance distribution who are most likely to be 
targeted by high-stakes policies.” (Ballou et al., 2012) 

A related problem is the extent to which such biases may appear to be a wash, on the whole, 
across large data sets, but where specific circumstances or omitted variables may have rather 
severe effects on predicted values for specific teachers. To reiterate, these are not merely issues 
of instability or error. These are issues of whether the models are estimating the teacher’s effect 
on student outcomes, or the effect of something else on student outcomes. Teachers should not 



be dismissed for factors beyond their control. Further, statutes and regulations should not require 
that principals dismiss teachers or revoke their tenure in those cases where the principal 
understands intuitively that the teacher’s rating was compromised by some other cause. [as 
would be the case under the TEACHNJ Act] 

Other factors which severely compromise inference and attribution, and thus validity, include the 
fact that the measured value-added gains of a teacher’s peers – or team members working with 
the same students – may be correlated, either because of unmeasured attributes of the students or 
because of spillover effects of working alongside more effective colleagues (one may never 
know) (Koedel, 2009, Jackson & Bruegmann, 2009). Further, there may simply be differences 
across classrooms or school settings that remain correlated with effectiveness ratings that simply 
were not fully captured by the statistical models. 

Significant evidence of bias plagued the value-added model estimated for the Los Angeles Times 
in 2010, including significant patterns of racial disparities in teacher ratings both by the race of 
the student served and by the race of the teachers (see Green, Baker and Oluwole, 2012). These 
model biases raise the possibility that Title VII disparate impact claims might also be filed by 
teachers dismissed on the basis of their value-added estimates.  Additional analyses of the data, 
including richer models using additional variables mitigated substantial portions of the bias in 
the LA Times models (Briggs & Domingue, 2010). 

A handful of studies have also found that teacher ratings vary significantly, even for the same 
subject area, if different assessments of that subject are used. If a teacher is broadly responsible 
for effectively teaching in their subject area, and not the specific content of any one test, different 
results from different tests raise additional validity concerns. Which test better represents the 
teacher’s responsibilities? [must we specify which test counts/matters/represents those 
responsibilities in teacher contracts?]  If more than one, in what proportions? If results from 
different tests completely counterbalance, how is one to determine the teacher’s true 
effectiveness in their subject area? Using data on two different assessments used in Houston 
Independent School District, Corcoran and Jennings (2010) find: 

[A]mong those who ranked in the top category (5) on the TAKS reading test, more than 17 
percent ranked among the lowest two categories on the Stanford test. Similarly, more than 15 
percent of the lowest value-added teachers on the TAKS were in the highest two categories on 
the Stanford. 

The Gates Foundation Measures of Effective Teaching Project also evaluated consistency of 
teacher ratings produced on different assessments of mathematics achievement. In a review of 
the Gates findings, Rothstein (2010) explained: 

 The data suggest that more than 20% of teachers in the bottom quarter of the state test math 
distribution (and more than 30% of those in the bottom quarter for ELA) are in the top half of the 
alternative assessment distribution.(p. 5) 

And: 



In other words, teacher evaluations based on observed state test outcomes are only slightly better 
than coin tosses at identifying teachers whose students perform unusually well or badly on 
assessments of conceptual understanding.(p. 5) 

Finally, student mobility, missing data, and algorithms for accounting for that missing data can 
severely compromise inferences regarding teacher effectiveness.  Corcoran (2010) explains that 
the extent of missing data can be quite large and can vary by student type: 

Because of high rates of student mobility in this [Houston] population (in addition to test 
exemption and absenteeism), the percentage of students who have both a current and prior year 
test score – a prerequisite for value-added – is even lower (see Figure 6). Among all grade four 
to six students in HISD, only 66 percent had both of these scores, a fraction that falls to 62 
percent for Black students, 47 percent for ESL students, and 41 percent for recent immigrants.” 
(Corcoran, 2010, p.20- 21) 

Thus, many teacher effectiveness ratings would be based on significantly incomplete 
information, and further, the extent to which that information is incomplete would be highly 
dependent on the types of students served by the teacher. 

One statistical resolution to this problem is imputation. In effect, imputation creates pre-test or 
post-test scores for those students who weren’t there. One approach is to use the average score 
for students who were there, or more precisely for otherwise similar students who were there. On 
its face imputation is problematic when it comes to attribution of responsibility for student 
outcomes to the teacher, if some of those outcomes are statistically generated for students who 
were not even there. But not using imputation may lead to estimates of effectiveness that are 
severely biased, especially when there is so much missing data. Howard Wainer (2011) esteemed 
statistician and measurement expert formerly with Educational Testing Service (ETS) explains 
somewhat mockingly how teachers might game imputation of missing data by sending all of 
their best students on a field trip during fall testing days, and then, in the name of fairness, 
sending the weakest students on a field trip during spring testing days.[3] Clearly, in such a case 
of gaming, the predicted value-added assigned to the teacher as a function of the average scores 
of low performing students at the beginning of the year (while their high performing classmates 
were on their trip), and high performing ones at the end of the year (while their low performing 
classmates were on their trip), would not be correctly attributed to the teacher’s actual teaching 
effectiveness, though it might be attributable to the teacher’s ability to game the system. 

In short, validity concerns are at least as great as reliability concerns, if not greater. If a measure 
is simply not valid, it really doesn’t matter whether it is reliable or not. 

If a measure cannot be used to validly infer teacher effectiveness, cannot be used to attribute 
responsibility for student achievement growth to the teacher, then that measure is highly suspect 
as a basis for high stakes decisions making when evaluating teacher (or teaching) effectiveness 
or for teacher and school accountability systems more generally. 
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